


Since \( \kappa \) increases by a factor of \((1 + \epsilon)\) per phase, there are \((\log \kappa)/\epsilon\) phases. Thus, the total time for the algorithm is \( O(m_0 + \kappa n^2/\epsilon + m_4n) = O(mn/\epsilon) \).

Note: The same technique can be used to maintain the (exact) minimum edge cut \( \lambda(s, t) \) or the minimum vertex cut \( \kappa(s, t) \) between two given nodes \( s \) and \( t \) of \( G \) in amortized time \( O(\lambda(s, t)) \), resp. \( O(\kappa(s, t)) \) per insertion.
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5.4 An incremental $(2 + \epsilon)$-approximation of the minimum vertex cut

Using the generic incremental algorithm, we construct an incremental $(2 + \epsilon)$-approximation algorithm which takes time $O(m_0 + (\kappa n^2 \log \kappa) / \epsilon)$ to build a minimum vertex cut algorithm. Since $\kappa n = O(m)$, the amortized time per insertion is $O(n / \epsilon)$ if the algorithm is started on an empty graph.

Let $b_1, \ldots, b_n / \delta$ be all the nodes $b$ created by the static 2-approximation algorithm. To quickly test if the current solution is still correct, we maintain the minimum degree in $G$ and update the $\kappa(a, b_i)$-values and their minimum after each insertion. If the minimum degree in $G$ has been increased by a factor of $(1 + \epsilon)$, we compute a new solution. The pair algorithm that computes $\kappa(a, b_i)$ computes a maximum flow in a directed graph. We store the maximum flow for each pair $(a, b_i)$. After each insertion we find the pair $(a, b_i)$ such that $\kappa(a, b_i)$ is minimum and try to augment the maximum flow from $a$ to $b_i$. For this purpose we try to compute a blocking flow from $a$ to $b_i$ using dynamic trees. If we keep a path from $a$ to every node reachable from $a$, then the total time spent for incrementally computing a blocking flow is $O(m + n)$. This leads to the following algorithm.

An Incremental $(2 + \epsilon)$-Approximation Algorithm
1. Determine the minimum degree $\delta$ of $G$, compute a mfd $F_1, \ldots, F_m$ of $G$ and replace $G$ by $\cup_{i \leq s} F_i$.

Compute a 2-approximation $k$ of $G$ using the static algorithm and keep the maximum flow and for each $b_i$ keep a path from $a$ to all nodes reachable from $a$ in the residual graph of the maximum flow in a dynamic tree.

while the minimum degree in $G$ is $< \delta(1 + \epsilon)$ or $k < \delta / 2$ do

if the next operation is a query then

return $k$

else

Try to augment the maximum flow $\kappa(a, b_i)$ by adding $\epsilon$ to its residual graph.

Maintain $k$ as the minimum of all $\kappa(a, b_i)$.

endwhile

Goto 1.

Theorem 5.9 Let $G$ be a graph with $n$ nodes and let $m_0$ be the number of initial edges. The total time for maintaining a $(2 + \epsilon)$-approximation of the minimum vertex cut $\kappa$ of $G$ during $m_1$ insertions is

$$O(m_0 + \kappa n^2 / \epsilon + m_1 n).$$

Each query can be answered in constant time.

Proof Let $k_1, \ldots, k_f$ be the values that $k$ assumes during the algorithm. Let Phase $i$ be all the steps executed while $k = k_i$ and let $\text{ins}_i$ be the number of insertions during Phase $i$. We show first that the total time spent in Phase $i$ for maintaining $\kappa(a, b_j)$ for a fixed $j$ is $O(k_i(\delta n + \text{ins}_i))$. It takes time $O(\delta n + \text{ins}_i)$ to increment $\kappa(a, b_i)$ by one. Since $\kappa(a, b_j) \leq k_i$, we spend $O(k_i(\delta n + \text{ins}_i))$ time for each $j$. Thus, the total time spent in Phase $i$ is $O(k_i(n^2 + \text{ins}_i / \delta)) = O(k_i n^2 + \text{ins}_i n)$.
Create a new graph $G'$ by connecting in $G'$ all neighbors of $b$ by $n$ parallel edges to $a$ and discard $b$.

endwhile
return $G$ is $k$-connected.

5.2 Correctness

The next two lemmata are extensions of lemmata in [5]. Essentially they show that instead of computing the $\kappa(s,t)$ for every pair $s$ and $t$ of vertices of $G$, it suffices to compute $\kappa(a,b)$ for every node $b$. The minimum of these minimum vertex cuts is $\kappa(G)$.

Lemma 5.2 Let $L = \{v_1, \ldots, v_d\}$ be a set of nodes that are pairwise $d$-connected in $G$. Let $G'$ be the graph created from $G$ by creating a new node $a$ and adding $n$ edges $(a, v_i)$ for every $i$ and let $k \leq d$. Then $\kappa(a, u) \geq k$ for every node $u \notin L$ in $G'$ iff $\kappa(G) \geq k$.

Proof: Assume there exists a partition $X, C$, and $Y$ of $V$ such that there is no edge between a node of $X$ and a node of $Y$ and $|C| < k$. Since $|L \cup \{a\}| > |C|$, the nodes of $L \cup \{a\}$ are either contained in $X \cup C$ or in $Y \cup C$. This implies that $a$ is either contained in $X$ or in $Y$ and, thus, there exists a node $u \notin L$ such that $\kappa(a, u) = |C| < k$ in $G'$. The same argument can be used to show the existence of a cut of size $< k$ in $G$ if $\kappa(a, u) < k$ in $G$.

Lemma 5.3 Let $L = \{v_1, \ldots, v_d\}$ be a set of nodes that are pairwise $d$-connected in $G$. Let $G''$ be the graph created from $G'$ by adding a vertex $b$ and edges $(b, v_i)$ for every $i$ and let $k \leq d$. Then $\kappa(a, b) \geq k$ in $G''$ iff $\kappa(a, v_i) \geq k$ for every $i$ in $G'$.

To complete the proof of correctness we have to show that the last $\delta/2$ nodes in mcs-order are indeed $\delta/2$-connected.

Lemma 5.4 The last $\delta/2$ nodes in mcs-order are connected in $F_{\delta/2}$.

Lemma 5.5 All nodes that are connected in $F_i$ are $i$-connected.

Corollary 5.6 The last $\delta/2$ nodes scanned in the msfd algorithm are $\delta/2$-connected.

5.3 Running Time Analysis

The following lemma shows that each execution of the while loop, except for possibly the last one, adds $\delta/2$ nodes to the neighborhood of $a$. Thus, $2n/\delta$ executions of the loop suffice.

Lemma 5.7 If there are more than $\delta/2$ non-neighbors of $a$ in $G'$, then the last $\delta/2$ nodes scanned by the msfd algorithm are non-neighbors of $a$. Otherwise, all nodes not incident to $a$ are contained in the last $\delta/2$ nodes.

Theorem 5.8 A 2-approximation of the minimum vertex cut can be computed in time $O(n^2 \min(\sqrt{n}, \kappa))$, where $\kappa$ is the size of the minimum vertex cut.

Proof: The previous lemma shows that $2n/\delta$ executions of the while-loop suffice. The first execution of the msfd algorithm takes time $O(m)$, all further take time $O(\delta n)$, even with the added parallel edges. The parallel edges can be ignored when computing the $\kappa(a,b)$. Thus, one iteration of the while-loop takes time $O(\delta n \min(\sqrt{n}, \kappa))$ which gives a total time of $O(n^2 \min(\sqrt{n}, \kappa))$. 

5 A 2-Approximation of the Minimum Vertex Cut Algorithm

5.1 A Static Algorithm

Let $\delta$ be the minimum degree in $G$, let $\kappa$ be the vertex connectivity of $G$, and let $d = \delta/2$. We give an algorithm that given $G$ tests if $\kappa \leq \delta/2$ in time $O(n^2 \min(\sqrt{n}, \kappa))$ and if $\kappa \leq \delta/2$, it outputs the minimum vertex cut in $G$. Thus, the algorithm computes a 2-approximation of the minimum vertex cut. To our knowledge, there was no approximation algorithm for this problem known, the best algorithm to compute the exact solution takes time $O(\kappa^3 n^{3/2} + \kappa^2 n^2)$ [10, 1, 17]. This is an improvement of $\kappa$ if $\kappa \leq \sqrt{n}$ and of $\kappa^3/n \geq \kappa$, otherwise.

Even and Tarjan [6] give an algorithm to compute the minimum vertex cut $\kappa(a, b)$ between two given nodes $a$ and $b$ in time $O(m\sqrt{n})$, which we refer to as the pair algorithm. Galil’s minimum vertex cut algorithm [10] makes $O(k^2 + n)$ calls to the pair algorithm. Our algorithm reduces the number of calls to $n/d$ using the following two observations:

1. The last $d$ nodes in the mcs-order are pairwise $d$-connected

2. Given $d$ pairwise $d$-connected nodes $L = \{v_1, \ldots, v_d\}$ and a node $a \notin L$, if a node $b$ is added to $G$ and connected to every $v_i$, then $a$ is $d$-connected to each $v_i$ if $a$ is $d$-connected to $b$.

Thus, we use the decomposition algorithm DA to find $d$ pairwise $d$-connected nodes and test if all of them are $d$-connected to $a$ with one call to the pair algorithm. To guarantee that each call to DA produces different $d$-connected nodes, we start DA at $a$ and connect each set of nodes with $n$ parallel edges to $a$ after its minimum vertex cut with $a$ has been computed. This guarantees that the mcs-order determined by DA starts with $a$ followed by all nodes that are connected to $a$ by $n$ parallel edges. These ideas are similar to Matula’s $(2 + \epsilon)$-approximation algorithm for the minimum edge cut [16].

To improve the performance of the pair algorithm we first “sparsify” $G$ using the following lemma.

**Lemma 5.1** [17] Let $F_1, \ldots, F_m$ be a maximal spanning forest decomposition of a graph $G$ and let $\delta$ be the minimum degree in $G$. The graph $G$ is $k$-vertex connected iff $F_1 \cup \ldots \cup F_k$ is $k$-vertex connected.

This leads to the following algorithm.

**A 2-Approximation Algorithm for the Minimum Vertex Cut**

Compute a msfd $F_1, \ldots, F_m$ of $G$ and replace $G$ by $\cup_{i \leq k} F_i$.

Create a graph $G'$ by adding a node $a$ to $G$ and connecting $a$ by $n$ parallel edges to each of the last $\delta/2$ nodes in mcs-order.

$k = \delta/2$;

while there exists a node in $G'$ not incident to $a$ do

Compute a msfd of $G'$ starting at $a$.

Create a new node $b$ and connect $b$ to each of the last $\delta/2$ nodes scanned by the msfd algorithm by an edge. Call the new graph $G''$.

Compute the minimum vertex cut $\kappa(a, b)$ between $a$ and $b$ in $G''$.

if $\kappa(a, b) < k$ then

$k = \kappa(a, b)$;
Compute for each minimum cut in $G(p)$ the size of the corresponding cut in $G$ and store all the sizes of these cuts in a heap $h$.

2. $N = \emptyset$;
   
   while there is $> 1$ node in the cactus-tree do
   
   if the next operation is a query then
   
   return the minimum value in $h$
   
   else
   
   Sample the new edge with probability $p$ and if sampling is successful, insert the new edge into the cactus tree and into $N$ and remove the values corresponding to discarded minimum cuts in $G(p)$ from the heap $h$.
   
   endwhile

3. Add all edges of $N$ to the incremental $(2 + \varepsilon)$-approximation algorithm and determine a new $3$-approximation $k'$.

if $k' \geq 3k$ then

$k = k'$, $p = 8(\ln n) / (k\varepsilon^2)$.

Construct $G(p)$ by sampling every edge with probability $p$.

Compute the size $\lambda$ of the minimum cut of $G(p)$, augment the complete intersection to become a $\lambda$ intersection, and construct a new cactus-tree.

Compute for each minimum cut in $G(p)$ the size of the corresponding cut in $G$ and store all the sizes of these cuts in a heap $h$.

Goto 2.

Lemma 4.7 The value returned by the algorithm is a $(1 + \varepsilon)$-approximation of $\lambda$ with high probability for $\varepsilon \leq 1$.

Proof: Since $k \leq \lambda$ it follows that $p = 8\ln n / k \geq 8\ln n / \lambda$. Since increasing $p$ increases the probability that the previous lemma holds, it follows that with high probability the incremental algorithm returns a $(1 + \varepsilon)$-approximation of the minimum cut in $G$.

Theorem 4.8 Let $G$ be a graph with $n$ nodes and let $m_0$ be the number of initial edges. The given algorithm maintains a $(1 + \varepsilon)$-approximation of the minimum edge cut of $G$ with probability $1 - O(1/n)$. The total expected time for inserting $m_1$ edges is

$$O((m_0 + m_1)(\log n)^2(\log \lambda) / \varepsilon^2)$$

where $\lambda$ is the size of the minimum cut in the final graph. Each query can be answered in constant time.

Proof: The expected size of $\lambda$ is $O(\log n / \varepsilon^2)$. Thus, the expected time for Step 1 is $O(m + n((\log n) / \varepsilon)^2)$.

Let $k_1, \ldots, k_f$ be the values that $k$ assumes during the execution of the algorithm. Phase $i$ of the algorithm consists of all steps executed while $k = k_i$. The same argument as in the previous section implies the time in each phase is dominated by the time for computing a complete intersection and a cactus tree in this phase, which is $O(\lambda m \log n) = O(m(\log n)^2 / \varepsilon^2)$.

Let $\lambda$ be the size of the minimum cut in the final graph. Note that there are $O(\log \lambda)$ phases, since $k$ increases by a factor of 3 in every phase and $k_f = \lambda$. Thus, the total expected time for all phases is $O((m_0 + m_1)(\log n)^2(\log \lambda) / \varepsilon^2)$.  
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Let $\lambda_0, \ldots, \lambda_f$ be the values that $\lambda$ assumes in Step 2 during the execution of the algorithm in increasing order. We define Phase $i$ to be Step 2 executed while $\lambda = \lambda_i$ and the following Step 3. Let $ins_i$ be the number of insertions in Phase $i$.

In Phase $i$ we augment the complete intersection and maintain the cactus tree. The total time for the later part is $O(n \log n + (n + ins_i)a(ins_i, n)) = O(n \log n + ins_i a(n, n))$.

To augment the complete intersection we repeatedly double $\lambda$, compute a $\text{msfd}$, and augment the complete intersection by at most $\lambda/2$. Computing the $\text{msfd}$ takes time $O(m_0 + m_1)$. If $\lambda_{i+1} \leq 2\lambda_i$, augmenting the intersection takes time $O((\lambda_{i+1} - \lambda_i) \lambda_i n \log n)$.

If $2^{p-1} \lambda_i < \lambda_{i+1} \leq 2^p \lambda_i$ for $p \geq 2$, the while-loop in Step 3 is executed $p$ times. Since the $i$'th augmentation for $i \leq p$ is executed on a graph with $O(\lambda_i 2^p n)$ edges, it takes time $O((\lambda_i 2^p + 1 - \lambda_i 2^p) \lambda_i 2^p n \log n)$. Thus, all augmentations in Phase $i$ sum up to $O((\lambda_{i+1} - \lambda_i) \lambda_i n \log n)$.

Thus, the total work in all phases gives a telescoping sum which adds up to $O(\lambda(m_0 + m_1) + \lambda^2 n \log n)$.  

Note: Since each complete $\lambda$ intersection consists of $\lambda$ arborescences and a deletion of an edge can only disconnect one arborescence, this algorithm can also be extended to an fully dynamic algorithm, with $O(n \log n)$ deletion and $O(\lambda \log n)$ insertion time.

### 4.3 A randomized $(1 + \epsilon)$-approximation for the minimum cut

In this section we present an incremental randomized Monte Carlo algorithm that maintains a $(1 + \epsilon)$-approximation of the minimum cut in expected time $O((\log \lambda)((\log n)/\epsilon^2))$ per insertion.

Karger pointed out in [13] that dynamically approximating connectivity can be reduced to dynamically maintaining exact connectivity in $O(log n)$-connected graph using randomized sparsification. We use this idea to maintain a $(1 + \epsilon)$-approximation of the minimum cut as follows: We put each inserted edge with probability $p$ into a subgraph $G(p)$ of $G$ and maintain $G(p)$ incrementally. As stated in the following lemma, with high probability the minimum cut of $G(p)$ (1) has size $O((\log n)/\epsilon^2)$ and (2) is a $(1 + \epsilon)$-approximation of the minimum cut. Thus, the resulting incremental algorithm maintains a $(1 + \epsilon)$-approximation of the minimum cut with high probability.

**Lemma 4.6** [13] Let $G$ be any graph with minimum cut $\lambda$ and let $p = 8(ln n)/(\epsilon^2 \lambda)$, where $\epsilon \leq 1$. (1) With probability at least $1 - O(1/n^2)$ the minimum cut in $G(p)$ has value between $(1 - \epsilon) p \lambda$ and $(1 - \epsilon) p \lambda$. (2) With high probability the minimum cut in $G(p)$ corresponds to a $(1 + \epsilon)$-minimal cut of $G$.

This leads to the following algorithm:

**An Incremental $(1 + \epsilon)$-Approximation Algorithm**

1. Compute a $3$-approximation $k$ of the size of the minimum cut in $G$ using the incremental $(2 + \epsilon)$-approximation algorithm.
   
   $p = 8(ln n)/(k \epsilon^2)$.

   Construct $G(p)$ by sampling every edge with probability $p$. Compute the size $\lambda$ of the minimum cut in $G(p)$, a complete $\lambda$ intersection, and build the cactus tree of $G(p)$. 
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cut size $\lambda$ contains more than one node. This gives an efficient test if the current solution is still correct and also if two nodes are separated by a minimum cut.

To quickly compute the cactus tree representation we use an algorithm by Gabow [9]. This algorithm converts $G$ into a directed graph $G'$ by making each edge bidirectional and then computes a subgraph of $G$, called complete $\lambda(G)$ intersection. Given a complete $\lambda(G)$ intersection the cactus tree can be computed in time $O(m)$. This algorithm has the property that given a complete $k$ intersection for some integer $k$ a complete $\lambda(G)$ intersection can be computed in time $O((\lambda(G) - k)m)$. This is called augmenting the complete intersection. Thus, it allows to quickly compute a new complete intersection given a previous solution. We compute msfd as before to guarantee that Gabow’s algorithm is executed on a graph of size $O(\lambda(G)n)$. This leads to the following algorithm.

An Incremental Minimum Edge Cut Algorithm
1. Compute the size $\lambda$ of the minimum cut, a msfd $F_1^{(1)}, \ldots, F_m^{(1)}$ of order $m$, a complete $\lambda$ intersection, and build a cactus-tree.
   $j = 1$;
2. while there is $> 1$ node in the cactus-tree do
   if the next operation is a query then
     return $\lambda$
   else
     insert the new edge into the cactus tree.
   endwhile
3. Compute a msfd $F_1, \ldots, F_m$ of order $m$ of $G$;
   $\lambda' = \lambda$;
   while $\lambda' = \lambda$ do
     $\lambda = 2\lambda$, $j = j + 1$;
     Compute the size $\lambda'$ of the minimum cut of $\cup_{i \leq \lambda} F_i$ and augment the complete intersection to become a $\lambda'$ intersection.
   endwhile
   Construct a new cactus-tree.
   Goto 2.

Theorem 4.5 Given a graph $G$ with $n$ nodes and $m_0$ the total time for inserting $m_1$ edges and maintaining a minimum edge cut of $G$ is

$$O(\lambda(m_0 + m_1) + \lambda^2 n \log n),$$

where $\lambda$ is the size of the minimum cut in the final graph. The size of the miminum cut can be output in constant time, a query if two given nodes are separated by a minimum cut can be answered in amortized time $O(\alpha(m, n))$.

Started on an empty graph the time for $m_1$ insertions is $O(\lambda m_1 \log n)$.

Proof: Computing the complete $\lambda_0$ intersection and the cactus tree in Step 1 takes $O(m_0 + \lambda_0^2 n \log n)$. 
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For $j \geq 0$ let $x$ be the number of insertions and $n'$ be the number of nodes in $G'$ after the $j$th and before the $j + 1$st execution of Step 3. Execution $j + 1$ of Step 2 takes time $O(x + k n'/\epsilon)$ since each execution of the repeat-loop reduces the number of edges in $G'$ by a factor of $(1 - \epsilon)$. Note that $x = 0$ for $j = 1$, since $k$ is a $(2 + \epsilon)$-approximation implies that $m \geq k/2n$. For $j > 1$, $x \geq (k/2)n' - p(n' - 1) = \Omega(\epsilon k n')$. Thus, the time spent during execution $j + 1$ is $O(x/\epsilon^2)$. Thus, the total time for Phase $i$ is $O(k_i n/\epsilon + ins_i/\epsilon^2)$. 

Now we can bound the time for all insertions.

**Theorem 4.4** Given a graph with $n$ nodes and $m_0$ the total time for inserting $m_1$ edges and maintaining a $(2 + \epsilon)$-approximation of the size of the minimum cut is

$$O(m_0/\epsilon + (m_1 + \lambda n)/\epsilon^2),$$

where $\lambda$ is the size of the minimum cut in the final graph and $0 < \epsilon \leq 4$.

**Proof:** The running time for all operations is the time for Step 1 plus the time spent in all phases. Step 1 takes time $O(m_0/\epsilon)$. The time spent in all phases is $O(\sum_i k_i n/\epsilon + \text{ins}_i/\epsilon)$. Since $\sum_{i \leq \eta} k_i = O(\lambda/\epsilon)$ and since all $\text{ins}_i$ sum to $m_1$, the total time is $O(m_0/\epsilon + \sum(k_i n/\epsilon + \text{ins}_i/\epsilon^2)) = O(m_0/\epsilon + (m_1 + \lambda n)/\epsilon^2)$. 

### 4.2 An incremental exact algorithm

In this section we present a deterministic incremental algorithm that maintains the (exact) size $\lambda$ of the minimum edge cut in amortized time $O(\lambda \log n)$ per insertion.

The basic idea for testing efficiently if the current solution is still correct is to compute and store all minimum edge cuts when $\lambda$ is increased by 1. If an insertion increments the size of one of these cuts, it is no longer minimum. Thus, the current solution is correct as long as there exists still a minimum cut whose size has not been increased.

To store all minimum edge cuts we use the cactus tree representation [2]. A cactus tree of a graph $G = (V, E)$ is a graph $G_c = (V_c, E_c)$ with a weight function $w$ defined as follows:

There is a mapping $\phi : V \rightarrow V_c$ such that

1. every node in $V$ maps to exactly one node in $V_c$ and $V_c$ corresponds to a possibly empty subset of $V$,
2. $\phi(u) = \phi(v)$ iff $u$ and $v$ are at least $\lambda(G) + 1$-edge connected,
3. each minimum cut in $G_c$ corresponds to a minimum cut in $G$, each minimum cut in $G$ corresponds to at least one minimum cut in $G_c$.
4. If $\lambda$ is odd, every edge of $E_c$ has weight $\lambda$ and $G_c$ is a tree. If $\lambda$ is even, two simple cycles of $G_c$ have at most one common node, every edge that does not belong to a cycle has weight $\lambda$, and every edge that belongs to a cycle has weight $\lambda/2$.

Galil and Italiano [11] gave a data structure to maintain the 3-edge connected components of a connected graph under edge insertions La Poutré [15] extended the result to undirected graphs. (Our algorithm can use either.) As observed by Dinitz [3], these data structures maintain a decomposition of a graph into simple cycles that share at most one vertex under edge insertions. Thus, they can be used to maintain the cactus tree under edge insertions. The definition of a cactus tree implies that there exists a cut of size $\lambda$ in the current graph iff the cactus-tree built for minimum
while $m' < (k/2)n'$ do
    if the new operation is a query then return $k$
    else add the inserted edge to $N$ and to $E'$.
endwhile

3. repeat
    $k = k(1 + \epsilon')$, $p = \lceil k/(2 + \epsilon') \rceil + 1$, $V' = V$, $E' = N \cup \bigcup_{l \leq j} \cup_{q \leq p} F_q^{[l]}$.
    Contract all edges in all forests $F_p^{[l]}$ with $l \leq j$.
    repeat
        $j = j + 1$.
        Compute a msfd $F_1^{[j]}, \ldots, F_{m'}^{[j]}$ of $G' = (V', E')$ of order $m'$ using DA.
        Contract all edges in the forest $F_p^{[j]}$ with $p = \lceil k/(2 + \epsilon') \rceil + 1$. 
    until $m' \leq \lceil k/(2 + \epsilon') \rceil (n' - 1)$
    until $n' > 1$
Goto 2.

Since the running time of the algorithm is dominated by the time for computing all msfd’s and we have to store all of them, the space is proportional to the running time. We first show the correctness of the algorithm and then we analyze its running time.

**Lemma 4.1** The value $k$ returned by the algorithm is a $(2 + \epsilon)$-approximation of $\lambda$ for $O < \epsilon \leq 4$.

**Proof:** We show by induction that $k/(2 + \epsilon) \leq \lambda \leq k$. Initially $k$ is a $(2 + \epsilon)$-approximation and, thus, $k/(2 + \epsilon) \leq \lambda \leq k$ before the first insertion. Assume that the claim holds and consider the next insertion. Note that insertions only increase $\lambda$. We distinguish two cases:

1. If $m' < (k/2)n'$ after the insertion, then Lemma 3.2 shows that $\lambda < k$ also after the insertion.
2. If $m' = (k/2)n'$ after the insertion, then the algorithm repeatedly multiplies in Step 3 $k$ by $(1 + \epsilon)$ until it finds the smallest $k$ such that the contractions stop with $m' \leq \lceil k/(2 + \epsilon') \rceil (n' - 1)$ and $n' > 1$. This implies that there exists a node in $G'$ with degree less than $2 \lceil k/(2 + \epsilon') \rceil \leq k + 1$. Thus, $\lambda \leq k$ and $\lambda \geq \lceil k/(2 + \epsilon') \rceil / (1 + \epsilon') \geq k/(2 + 4\epsilon') = k/(2 + \epsilon)$ for $\epsilon' \leq 1$.

**Lemma 4.2** Let $k(j)$ be the value of $k$ after the $j$th and before the $(j + 1)$st msfd is computed. For $p \geq \lceil k(j)/(2 + \epsilon') \rceil + 1$ the graph $\bigcup_{l \leq j} F_p^{[l]}$ is a forest.

We show next that the total running time of the algorithm is $O(m_0/\epsilon + (m_1 + cn)/\epsilon^2)$, where $m_0$ is the number of edges in the initial graph and $m_1$ is the total number of insertions. Let $k_0$ be the initial value of $k$ returned by the static algorithm and let $k_i = k_0(1 + \epsilon')^i$. We denote by Phase $i$ all steps that are executed while $k = k_i$. Let $ins_i$ be the number of insertions during phase $i$.

**Lemma 4.3** Phase $i$ takes time $O(k_i n/\epsilon + ins_i/\epsilon^2)$.

**Proof:** Let $j_i$ be the value of $j$ at the beginning of Phase $i$ and let $p = \lceil k_i/(2 + \epsilon') \rceil + 1$. By the previous lemma the edges in $\bigcup_{l \leq j_i} F_p^{[l]}$ forms a forest of $G$. Thus, there are at most $n - 1$ edges in $\bigcup_{l \leq j_i} F_p^{[l]}$, contracting all of them takes time linear in the number of edges in $N \cup \bigcup_{l \leq j_i} F_p^{[l]}$, which is $O(k_i n + ins_i)$. The resulting graph has $O(k_i n)$ edges.
The difficulty lies in deciding how to quickly test if the current solution is still correct and how to efficiently compute a new solution using previous solutions.

3 Basic definitions

A maximal spanning forest decomposition (msfd) of order \( k \) is a decomposition of a graph \( G \) into \( k \) edge-disjoint spanning forests \( F_i \), \( 1 \leq i \leq k \), such that \( F_i \) is a maximal spanning forest of \( G \setminus (F_1 \cup F_2 \cup \ldots \cup F_{i-1}) \). Let \( G_i \) be the multigraph \( (V, F_1 \cup F_2 \cup \ldots \cup F_i) \). Nagamochi and Ibaraki [17] give a linear time algorithm that given a graph \( G \) with \( n \) nodes and \( m \) edges computes a msfd of order \( m \) in time \( O(m + n) \). We will refer to this algorithm as the decomposition algorithm (DA). This algorithm also determines an linear order on the nodes, called the maximum cardinality search order (mcs-order).

An edge \( (x, y) \) is contracted if \( x \) is identified with \( y \) and all self-loops are discarded. A contraction reduces the number of nodes in \( G \), but does not reduce the size of the minimum edge cut.

In the following we make repeatedly used of the following facts.

**Lemma 3.1** [17] If \( x \) and \( y \) are connected \( F_k \), then \( x \) and \( y \) are \( k \)-edge connected in \( G \).

**Lemma 3.2** [12] If a \( n \)-node graph is \( k \)-edge connected, then it contains at least \( (k/2)n \) edges.

4 Incremental algorithms for the minimum edge cut

4.1 An incremental \((2 + \epsilon)\)-approximation

In this section we present an incremental algorithm that maintains a \((2 + \epsilon)\)-approximation of the minimum cut in amortized time \( O(1/\epsilon^2) \) per insertion. We denote by \( G_0 \) the initial graph and by \( m_0 \) the number of edges in the initial graph.

The basic idea for testing fast if the current solution is still correct is as follows: If \( k \) is the current solution, i.e. \( k/(2 + \epsilon) \leq \lambda \leq k \), we repeatedly compute a msfd and contract all edges in \( F_i \) for \( p = \lceil k/(2 + \epsilon) \rceil \) until \( F_p \) (and all \( F_j \) for \( j > p \)) does not contain any edges. Let \( n' \) be the number of nodes and \( m' \) be the number of edges in the resulting graph. Since \( F_i \) is empty, \( m' < (i - 1)n' \), which implies that \( \lambda \leq k \) (Lemma 3.2). This shows that \( k \) is a \((2 + \epsilon)\)-approximation of \( \lambda \) until \( m' < (k/2)n' \). Thus, after computing \( n' \), we know that the current solution will be correct for the next \((k/2)n' - (p - 1)n' = \Omega(ckn') \) insertions.

To compute a new solution \( k \) efficiently using previous solutions we contract all edges that belonged to \( F_i \) in a previous msfd.

The details are given below. We denote by \( G' = (V', E') \) with \( n' = |V'| \) and \( m' = |E'| \) the graph resulting from the contractions.

**An Incremental \((2 + \epsilon)\)-Approximation Algorithm**

1. \( \epsilon' = \epsilon/4 \), \( j = 0 \).

   Compute a \((2 + \epsilon')\)-approximation \( k \) using the static algorithm and a msfd \( F_1^{(0)}, \ldots, F_m^{(0)} \) of \( G' = (V', E') \) of order \( m \) using DA.

2. \( N = \emptyset \);
Finally we combine the previous two (deterministic) algorithms with random sampling to achieve an incremental Monte Carlo algorithm that maintains a $(1 + \epsilon)$-approximation of the minimum edge cut with high probability. The total expected time for $m_1$ insertions is $O((m_0 + m_1)(\log \lambda)((\log n)/\epsilon)^2)$. Thus, the amortized expected time per insertion is $O((\log \lambda)((\log n)/\epsilon)^2)$. This technique is the same as used by Karger [14] in his static algorithm which takes time $O(m + n((\log n)/\epsilon)^3)$ for computing a $(1 + \epsilon)$-approximation.

There are two previous results on maintaining the size of the minimum edge cut under edge insertions: (1) Karger [13] gives an algorithm, which maintains a $\sqrt{1 + 2/\epsilon}$-approximation in expected time $O(n^4)$ per insertion. Thus, to achieve a $2 + \epsilon$ approximation this algorithm takes time $O(n^{2/(3+4\epsilon+\epsilon^2)})$ per insertion and to achieve a $(1 + \epsilon)$-approximation it takes time $O(n^{4/\epsilon})$. Note that our algorithm for a $(1 + \epsilon)$-approximation gives an exponential improvement in the running time. Our algorithm for the $(2 + \epsilon)$-approximation takes constant time and is deterministic. (2) Dinitz and Vainshtein [4] give an $O(\min(mn, kn^2) + u\alpha(u, n))$-time algorithm for maintaining all minimum cuts between any two nodes of a subset $S$ of $V$ under a sequence of $u$ insertions that do not change the size $k$ of the minimum cut between two nodes in $S$. Note that $k$ can be larger than $\lambda$ since only minimum cuts between nodes in $S$ are considered. Their data structure answers queries that ask if two given nodes of $S$ are separated by a cut of size $k$ in amortized time $O(\alpha(u, n))$. Our data structure requires $S = V$, i.e. it answers queries if two nodes are separated by a cut of size $\lambda$ in amortized time $O(\alpha(m, n))$, but it allows the size of the minimum cut to change.

We also give new results for the minimum vertex cut in a graph. We present a static algorithm that computes a 2-approximation of the size $\kappa$ of the minimum vertex cut in time $O(n^2 \min(\sqrt{n}, \kappa))$. To be precise, let $\delta$ be the minimum degree in $G$. Note that $\kappa \leq \delta$. Our algorithm computes the exact size of $\kappa$ if $\kappa \leq \delta/2$ and it returns $\delta/2$ if $\kappa > \delta/2$. This is a speed-up of a factor at least $\kappa$ over the fastest exact algorithm for computing $\kappa$, which takes time $O(\kappa^2 n^2 + \kappa^3 n^{1.5})$ [10, 1, 17]. Using the new 2-approximation algorithm as subroutine gives an incremental algorithm with total time $O(m_0 + \kappa n^2/\epsilon + m_1 n)$. Since $\kappa n = O(m_0 + m_1)$, the amortized time per insertion is $O(n/\epsilon)$ if the initial graph is empty.

Section 2 presents the basic structure that is common to all incremental algorithms in this paper. In Section 3 we give some basic definitions. Section 4 presents the incremental algorithms for the minimum edge cut, Section 5 gives the results for the minimum vertex cut.

2 A generic incremental algorithm

To maintain the exact or approximate minimum edge or vertex cut in a graph the following generic algorithm is used.

1. Compute the solution in the initial graph using the static algorithm.
2. while the current solution is correct do
   if the new operation is a query then
      output the current solution
   else /* the new operation is an insertion */
      check if the current solution is still correct.
   endwhile
3. Compute a new solution using previous solutions.
   Goto 2.
1 Introduction

Computing the connectivity of a graph is a fundamental problem with applications to chip design, system reliability, and communications networks. Since in many of these applications the underlying graph can change incrementally it is important to efficiently maintain the connectivity of the graph during these changes. Two vertices of a graph $G$ are $k$-edge connected ($k$-vertex connected) if there are $k$ edge-disjoint (vertex-disjoint) paths between them. The graph $G$ is $k$-edge-connected ($k$-vertex connected) if all its vertices are $k$-edge-connected ($k$-vertex connected). A minimum edge cut (minimum vertex cut) of a graph $G$ is a minimum cardinality set of edge (vertices) of $G$ whose removal disconnects $G$. If the minimum edge cut has size $\lambda$, then there exists a pair of vertices that are not $(\lambda + 1)$-edge-connected, and, thus, $G$ is not $(\lambda + 1)$-edge-connected. Hence, determining the size of the minimum cut of a graph is equivalent to computing the edge connectivity of $G$. Computing the cardinality of the minimum vertex cut $\kappa$ is equivalent to computing the vertex connectivity of $G$. An integer $k$ is a $c$-approximation of $\lambda$ ($\kappa$) if $\lambda \leq k \leq c\lambda$ ($\kappa \leq k \leq c\kappa$).

This paper presents simple algorithms for maintaining the exact and approximate size of the minimum edge cut and the approximate size of the minimum vertex cut of a graph. The basic idea is to use the static algorithm for computing the solution and to build a data structure that quickly tests if the solution computed last by the static algorithm is still the correct solution for the current graph. If yes, the data structure is updated; if no, the static algorithm is called. The difficulty lies in finding the appropriate data structure and to amortize the cost for the static algorithm over previous insertions. The algorithms can output the exact or approximate size $k$ of the minimum cut in constant time and a cut of size $k$ in time proportional of its size.

Given a static exact, $(1 + \epsilon)$-approximate, or $(2 + \epsilon)$-approximate minimum edge cut algorithm with running time $T(n, m)$ we convert it into a semi-dynamic algorithm such that the total time for $m$ insertions is $O(T(n, m))$, where $n$ is the number of nodes in the graph. Thus, the algorithms are optimal in the sense that they match the performance of the best static algorithm for the problem (up to a factor of $O(1/\epsilon)$). The overhead of making the algorithm incremental contributes only a constant factor to the running time.

In the following we denote by $m$ the total number of edges in the graph, consisting of $m_0$ initial edges and $m_1$ inserted edges, by $n$ the number of nodes of $G$, by $\lambda$ the size of the minimum edge cut in the final graph, and by $\kappa$ the size of the minimum vertex cut. Note that $\kappa \leq \lambda$ and $\lambda n = O(m_0 + m_1)$.

We give first an algorithm that maintains a $(2 + \epsilon)$-approximation of $\lambda$ in total time $O(m_0/\epsilon + (m_1 + \lambda n)/\epsilon^2)$. This algorithm is an incremental version of Matula’s static algorithm that computes a $(2 + \epsilon)$-approximation of $\lambda$ in time $O(m/\epsilon)$ [16]. Thus, after a preprocessing step with running time $O(m_0/\epsilon)$ the amortized time per operation is $O(1/\epsilon^2)$.

Next we use Gabow’s (exact) minimum edge cut algorithm [8] as a subroutine. This algorithm computes the size of the minimum edge cut, all minimum edge cuts in $G$, and a cactus-tree representation in time $O(m + \lambda^2 n \log(n^2/m))$. Our incremental algorithm takes time $O(\lambda(m_0 + m_1) + \lambda^2 n \log n)$. Thus, if the algorithm starts with an empty graph, the amortized time per insertion is $O(\lambda \log n)$. Our algorithm can answer queries that ask if two given nodes are separated by a cut of size $\lambda$ in amortized time $O(\alpha(m, n))$.

Even if $\lambda$ is a constant, the running time of our incremental algorithm is close to the running time of the best “special purpose” algorithms: Determining if $G$ is 1-edge-connected, 2-edge-connected, or 3-edge-connected takes amortized time $O(\alpha(m, n))$ per insertion (see [18, 11, 15]).
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Abstract

This paper presents insertions-only algorithms for maintaining the exact and approximate size of the minimum edge and vertex cut of a graph. The algorithms are optimal in the sense that they match the performance of the best static algorithm for the problem. We first give an incremental algorithm that maintains a \((2 + \epsilon)\)-approximation of the size minimum edge cut in amortized time \(O(1/\epsilon^2)\) per insertion and \(O(1)\) per query. Next we show how to maintain the exact size \(\lambda\) of the minimum edge cut in amortized time \(O(\lambda \log n)\) per operation. Combining these algorithms with random sampling finally gives a randomized Monte-Carlo algorithm that maintains a \((1 + \epsilon)\)-approximation of the minimum edge cut in amortized time \(O((\log \lambda)((\log n)/\epsilon)^2)\) per insertion.

Finally we present the first 2-approximation algorithm for the size \(\kappa\) of the minimum vertex cut in a graph. It takes time \(O(n^2 \min(\sqrt{n}, \kappa))\). This is an improvement of a factor of \(\kappa\) over the time for the best algorithm for computing the exact size of the minimum vertex cut, which takes time \(O(\kappa^2 n^2 + k^2 n^{1.5})\). We also give the first algorithm for maintaining a \((2 + \epsilon)\)-approximation of the minimum vertex cut under insertions. Its amortized insertion time is \(O(n/\epsilon)\). The algorithms output the approximate or exact size \(k\) in constant time and a cut of size \(k\) in time linear in its size.
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